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Transformer
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How is Transformer used
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Vanilla Transformer

Machine Translation

Sentiment Analysis

Named Entity Recognition

SA Data

MT Data

NER Data

Vanilla Transformer

Vanilla Transformer

We can use Transformer separately for each task.
Transformer is initialized randomly, and trained for each dataset using supervised 
learning.



Pretraining
● First train Transformer using a lot of general text using unsupervised learning. 

This is called pretraining.
● Then train the pretrained Transformer for a specific task using supervised

learning.This is called finetuning.
● The whole process can be called transfer learning.

5

Machine Translation

Sentiment Analysis

Named Entity Recognition

Finetuning

Finetuning

Finetuning

Large Corpus Transformer Pretraining
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BERT (Devlin et al. 2018)
Model: Only use Transformer Encoder (no decoder part)
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https://arxiv.org/pdf/1810.04805.pdf


Encoder Only Model
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Encoder



BERT (Devlin et al. 2018)
Model: Only use Transformer Encoder (no decoder part)

Data: BooksCorpus (800 million words) + English Wikipedia (2,500 million words)

Training Objective
● Masked Language Modeling: predict word given bidirectional context.
● Next-sentence Prediction: predict the next sentence given the current 

sentence.
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https://arxiv.org/pdf/1810.04805.pdf


BERT Input
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BERT Input
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Training Objective 1: Masked Language Modeling

13https://jalammar.github.io/illustrated-bert/



Training Objective 1: Masked Language Modeling
Predict a random 15% of (sub)word tokens, and of these 15%:
● 80%: Replace input word with [MASK]
● 10%: Replace input word with a random token
● 10%: Leave input word unchanged 10% (but still predict it!)
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Training Objective 2: Next-sentence Prediction
Give two sentences as input, classify if the second sentence really follows the first one.

15https://jalammar.github.io/illustrated-bert/



Revisit Word Representations

● After we have BERT ...
● Word Embeddings v.s. Contextualized Word Embeddings.
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Word2Vec (Skip-Gram)

● Represent words as dense vectors (25 - 300 dimensions)
● Train a logistic regression classifier on whether words are neighbors
● Regression weights become embeddings for the words



What are issues with a single vector per word?

● Does not take into account multiple senses (polysemy, homonym)
● Same vector in every context (yet meaning is contextual)



Meaning is contextual

restrain:

● To hold back physically: “His classmates had to restrain him from eating the 
last cupcake.”

● To control emotions: “I wasn’t able to restrain my excitement upon winning 
the tournament - I threw my ping-pong paddle into the crowd and hit my poor 
brother on the forehead, knocking him out.”

● To limit: “The embargoes and tariffs were designed to retrain trade.”



Contextualized word representations



Paper presentations

● CS6301_paper_presentation_slides Upload slides before the class to this 
folder.

● We recommend that you use your own laptop
● One example (ELMo) on elearning, critiques for the paper are also welcome 

(e.g. limitations).
● For days where other groups are presenting: non-presenting students are expected 

to prepare for class by at least skimming the abstract and intro of the paper(s) to be 
presented

● Upload the final version to gradescope by the end of the presentation day 
(11:59pm)
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https://cometmail-my.sharepoint.com/:f:/g/personal/xxd220001_utdallas_edu/EsV7t6WBZbtNhjfROaNdbk8B--AcRf-8DbLMMhISM95y5g?e=D2zlkz


Paper presentations
● Next week
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quiz 1

● on eLearning
● close book
● 20 minutes
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Contextualized word representations
Contextual Representations

● Problem: Word embeddings are applied in a 
context free manner

● Solution: Train contextual representations on text 
corpus

[0.3, 0.2, -0.8, …]

open a bank account on the river bank

open a bank account

[0.9, -0.2, 1.6, …]

on the river bank

[-1.9, -0.4, 0.1, …]



Contextualized representations

● Derives contextualized representation of words
● Each token is assigned a representation that is a 

function of the entire input sequence



Contextualized representations

● Rather than having a dictionary ‘look-up’ of words, 
BERT/ ELMo creates vectors on-the-fly by 
passing text through a recurrent model

● Idea: Pretrain BERT/ELMo as a language model 
then use context vectors for each word as pre-
trained word vectors



ELMo (contextual) vs. GloVe (static)



Come back to BERT
● BERT for different tasks
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BERT on Different Tasks
We can use BERT for different tasks by changing the inputs and adding 
classification layers on top of output embeddings.

"We show that pre-trained representations reduce the need for many heavily-
engineered task specific architectures. BERT is the first finetuning based 
representation model that achieves state-of-the-art performance on a large 
suite of sentence-level and token-level tasks, outperforming many task-
specific architectures."
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BERT on Different Tasks
Sentence Classification
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BERT on Different Tasks
Sentence Pair Classification
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How powerful is BERT?

Diverse set of important NLP benchmark tasks



BERT on Different Tasks
Sequence Labeling
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BERT on Different Tasks
Question Answering (MRC type)
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BERT for QA



BERT
Initially two BERT models are trained and released with the paper
● BERT-base: 12 layers, 768-dim hidden states, 12 attention heads, 110 million 

params.
● BERT-large: 24 layers, 1024-dim hidden states, 16 attention heads, 340 

million params.

Pretraining is expensive
● 64 TPU chips for a total of 4 days
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Pretraining for three types of architectures

38Slides from John Hewitt



RoBERTa (Liu et al. 2019)
RoBERTa: A Robustly Optimized BERT Pretraining Approach

Model: same as BERT
Data: same as BERT
Training Objective
● MLM same as BERT, but train longer
● Remove next-sentence prediction.

Takeaway: more compute and more data can help; next-sentence prediction not 
necessary. 
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https://arxiv.org/abs/1907.11692


SpanBERT (Joshi et al., 2019)
SpanBERT: Improving Pre-training by Representing and Predicting Spans

Model: same as BERT
Data: same as bert
Training Objective

● Masking contiguous random spans, rather than random tokens
● Training the span boundary representations to predict the entire content of the masked span, without 

relying on the individual token representations within it.

Takeaway: predicting entire spans is better than random tokens
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https://arxiv.org/pdf/1907.10529.pdf


GPT (Radford et al., 2018)
GPT
● Generative Pretrained Transformer
● Generative PreTraining

Model: only Transformer decoder.
Data: BooksCorpus: over 7000 unique books.
Training Objective: Language Modeling

Followed by GPT-2 and GPT-3
● GPT (Jun 2018): 117 million parameters
● GPT-2 (Feb 2019): 1.5 billion parameters
● GPT-3 (July 2020): 175 billion parameters
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http://radford


ELECTRA (Clark et al. 2020)
ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators

Model: Same as BERT
Data: Same as BERT
Training Objective:
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https://arxiv.org/abs/2003.10555


ELECTRA (Clark et al. 2020)
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the task is defined over all input tokens rather than just the small subset that was masked 
out. As a result, the contextual representations learned by our approach substantially 
outperform the ones learned by BERT given the same model size, data, and compute.
This makes training more efficient.

https://arxiv.org/abs/2003.10555


T5 (Raffel et al., 2019)
T5: “Text-to-Text Transfer Transformer”

Treat every text processing problem as a “text-to-text” problem, i.e. taking text as input and 
producing new text as output. 
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https://arxiv.org/pdf/1910.10683.pdf


T5 (Raffel et al., 2019)
Model: Transformer Encoder-Decoder

Data: C4 (Colossal Clean Crawled Corpus), a data set consisting of hundreds of gigabytes of 
clean English text scraped from the web

Training Objective
● ❓
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https://arxiv.org/pdf/1910.10683.pdf


T5 (Raffel et al., 2019)
Model: Transformer Encoder-Decoder

Data: C4 (Colossal Clean Crawled Corpus), a data set consisting of hundreds of gigabytes of 
clean English text scraped from the web

Training Objective
● Span Corruption (denoising)
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https://arxiv.org/pdf/1910.10683.pdf


Span Corruption (denoising)
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T5 (Raffel et al., 2019)
can be used for both classification (GLUE) and generation tasks such as 
Summarization (CNNDM), Machine Translation (EnDe, EnFr, EnRo).
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https://arxiv.org/pdf/1910.10683.pdf


BART (Lewis et al., 2019)
BART: Denoising Sequence-to-Sequence Pre-training for Natural Language 
Generation, Translation, and Comprehension.
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https://arxiv.org/pdf/1910.13461.pdf


Domain Specific
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SciBERT (Beltagy et al., 2020)
SciBERT: A Pretrained Language Model for Scientific Text.
Keep pretraining BERT on in-domain data improves the end task performance.
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https://arxiv.org/pdf/1903.10676.pdf


Legal-BERT
● LEGAL-BERT: The Muppets straight out of Law School 

○ use the original BERT out of the box, 
○ adapt BERT by additional pre-training on domain-specific corpora
○ pre-train BERT from scratch on domain-specific corpora. 
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Legal-BERT
● LEGAL-BERT: The Muppets straight out of Law School 

○ use the original BERT out of the box, 
○ adapt BERT by additional pre-training on domain-specific corpora
○ pre-train BERT from scratch on domain-specific corpora. 
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REALM (Guu et al., 2020)
REALM: Retrieval-Augmented Language Model Pre-Training

These pre-trained models, such as BERT and RoBERTa, have been shown to memorize a surprising amount of world knowledge, 
such as “the birthplace of Francesco Bartolomeo Conti”, “the developer of JDK” and “the owner of Border TV”. … these models 
memorize knowledge implicitly — i.e., world knowledge is captured in an abstract way in the model weights …

Instead, what if there was a method for pre-training that could access knowledge explicitly, e.g., by referencing an additional 
large external text corpus, in order to achieve accurate results without increasing the model size or complexity?

54https://ai.googleblog.com/2020/08/realm-integrating-retrieval-into.html

https://arxiv.org/pdf/2002.08909.pdf
https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html
https://arxiv.org/abs/1907.11692
https://arxiv.org/pdf/1909.01066.pdf
https://en.wikipedia.org/wiki/Francesco_Bartolomeo_Conti
https://en.wikipedia.org/wiki/Java_Development_Kit
https://en.wikipedia.org/wiki/ITV_Border


REALM (Guu et al., 2020)
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Open-Domain Question Answering

https://arxiv.org/pdf/2002.08909.pdf


RAG (Lewis et al., 2020)
RAG: Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks

REALM is mostly used for short-span QA, but RAG can be used for generation-based QA.

56https://ai.facebook.com/blog/retrieval-augmented-generation-streamlining-the-creation-of-intelligent-natural-language-processing-models/

https://arxiv.org/pdf/2005.11401.pdf


RAG (Lewis et al., 2020)
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https://arxiv.org/pdf/2005.11401.pdf


ALBERT (Lan et al. 2019)
ALBERT: A Lite BERT for Self-supervised Learning of Language Representations

Can we have a smaller model but with equal performance?
Two techniques to reduce the number of parameters.
● Factorized embedding: Decompose the large vocabulary embedding matrix 

into two small matrices.
● Cross-layer parameter sharing.
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https://arxiv.org/abs/1909.11942


DistilBERT (Sanh et al. 2019)
DistilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter

Use knowledge distillation during the pre-training phase.

Knowledge distillation [Bucila et al., 2006, Hinton et al., 2015] is a compression 
technique in which a compact model - the student - is trained to reproduce the 
behaviour of a larger model - the teacher - or an ensemble of models.
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https://arxiv.org/abs/1910.01108


Longformer (Beltagy et al., 2020)
Longformer: The Long-Document Transformer
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https://arxiv.org/pdf/2004.05150.pdf


Analysis on BERT
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BertViz is an interactive tool for visualizing attention in Transformer language models such as BERT, GPT-
2, or T5. Check out its code and demo here: https://github.com/jessevig/bertviz



Analysis on BERT
What Does BERT Look At? An Analysis of BERT’s Attention (Clark et al., 2019)

Multiple Heads
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https://arxiv.org/abs/1906.04341


Analysis on BERT
What Does BERT Look At? An Analysis of BERT’s Attention (Clark et al., 2019)
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https://arxiv.org/abs/1906.04341


Analysis on BERT
Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the 
Rest Can Be Pruned (Voita et al., 2019)
● Analyze Multi-head self-attention in Neural Machine Translation
● Most important and confident heads play consistent and often linguistically-

interpretable roles.
● Can prune less important heads.
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https://arxiv.org/abs/1905.09418
https://arxiv.org/abs/1905.09418


Analysis on BERT
Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the 
Rest Can Be Pruned (Voita et al., 2019)
● Heads have different "confidence", measured as average of its maximum 

attention weight.
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https://arxiv.org/abs/1905.09418
https://arxiv.org/abs/1905.09418


Analysis on BERT
Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the 
Rest Can Be Pruned (Voita et al., 2019)
● There are different types of heads.
● Positional heads: We refer to a head as “positional” if at least 90% of the 

time its maximum attention weight is assigned to a specific relative position 
(in practice either -1 or +1, i.e. attention to adjacent tokens).
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https://arxiv.org/abs/1905.09418
https://arxiv.org/abs/1905.09418


Analysis on BERT
Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the 
Rest Can Be Pruned (Voita et al., 2019)
● There are different types of heads.
● Syntactic heads: comparing its attention weights to a predicted dependency 

structure generated using CoreNLP.
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https://corenlp.run/

https://arxiv.org/abs/1905.09418
https://arxiv.org/abs/1905.09418


Analysis on BERT
Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the 
Rest Can Be Pruned (Voita et al., 2019)
● There are different types of heads.
● Rare tokens: For all models, we find a head pointing to the least frequent 

tokens in a sentence.
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https://arxiv.org/abs/1905.09418
https://arxiv.org/abs/1905.09418


Analysis on BERT
Are Sixteen Heads Really Better than One? (Michel, et al., 2019)
● Make the surprising observation that even if models have been trained using 

multiple heads, in practice, a large percentage of attention heads can be 
removed at test time without significantly impacting performance.

● In fact, some layers can even be reduced to a single head.
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https://arxiv.org/abs/1905.10650


Analysis on BERT
BERT Rediscovers the Classical NLP Pipeline (Tenney et al., 2019)
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● Quantify where linguistic 
information is captured within the 
network.

● Find that the model represents 
the steps of the traditional NLP 
pipeline in an interpretable and 
localizable way, and that the 
regions responsible for each step 
appear in the expected 
sequence: POS tagging, parsing, 
NER, semantic roles, then 
coreference

https://aclanthology.org/P19-1452.pdf


Analysis on BERT
BERT Rediscovers the Classical NLP Pipeline (Tenney et al., 2019)

80

● Quantify where linguistic information is captured within the network.
● Edge Probing. Our experiments are based on the “edge probing” approach 

of Tenney et al. (2019), which aims to measure how well information about 
linguistic structure can be extracted from a pre-trained encoder. 

● Edge probing decomposes structured-prediction tasks into a common, 
format, where a probing classifier receives spans s1 and s2 = [i2, j2) 
and must predict a label such as a relation type. 

https://aclanthology.org/P19-1452.pdf


Probing: Supervised Analysis of Neural Networks
Linguistic Knowledge and Transferability of Contextual Representations (Liu et al., 2019)

A probe, i.e. a classifier trained to predict the property from the representations.
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https://arxiv.org/pdf/1903.08855.pdf


BERT Code Demo
Hugging Face Transformers library
Hugging Face course

Code Demo
● BERT for predicting masked tokens.
● BART for summarization
● GPT-2 for text generation.
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https://huggingface.co/docs/transformers/index
https://huggingface.co/course/chapter1/1
https://huggingface.co/bert-base-uncased?text=Paris+is+the+%5BMASK%5D+of+France
https://huggingface.co/facebook/bart-large-cnn?text=The+tower+is+324+metres+%281%2C063+ft%29+tall%2C+about+the+same+height+as+an+81-storey+building%2C+and+the+tallest+structure+in+Paris.+Its+base+is+square%2C+measuring+125+metres+%28410+ft%29+on+each+side.+During+its+construction%2C+the+Eiffel+Tower+surpassed+the+Washington+Monument+to+become+the+tallest+man-made+structure+in+the+world%2C+a+title+it+held+for+41+years+until+the+Chrysler+Building+in+New+York+City+was+finished+in+1930.+It+was+the+first+structure+to+reach+a+height+of+300+metres.+Due+to+the+addition+of+a+broadcasting+aerial+at+the+top+of+the+tower+in+1957%2C+it+is+now+taller+than+the+Chrysler+Building+by+5.2+metres+%2817+ft%29.+Excluding+transmitters%2C+the+Eiffel+Tower+is+the+second+tallest+free-standing+structure+in+France+after+the+Millau+Viaduct
https://huggingface.co/gpt2?text=A+long+time+ago%2C


Google's PaLM

Pathways Language Model (PaLM): Scaling to 540 Billion Parameters for 

Breakthrough Performance
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http://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
http://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html


OPT-3: Facebook's GPT-3
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